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ABSTRACT 

A new generation of application specific quantum com-
puters has shown great promise in solving exponentially 
hard problems that are inaccessible to classical comput-
ers, by employing innovative designs that do not utilize 
traditional gate-based architectures. The real world prob-
lems that can be treated range from issues important to 
industry, to the most challenging problems in cosmology. 
This article will explain these novel approaches being 
investigated at Swinburne University and elsewhere, with 
experiments and theory planned or underway in Austra-
lia, Japan, Europe and the USA. 

INTRODUCTION

The search for quantum computers designed to out-
perform classical computers is driven by the quantum 
advantages potentially obtainable [1]. Moore’s law – the 
doubling of transistor counts every year – served the 
computer industry well for the last fifty years. Today, 
computer speeds have reached a plateau, and transistor 
count increases are also slowing down. Circuit sizes have 
reached the point that silicon devices are hard to shrink 
further without adverse effects. 

Yet the demand for increasing computer power to pro-
cess large quantities of data is expanding. This uses 
increasing amounts of energy, which is not environmen-
tally sustainable. One way to solve this problem is the 
quantum computer. A new generation of quantum com-
puters is now under development, with the goal of trying 
to solve exponentially hard problems that are central to 
areas like optimization and quantum dynamics. If solved, 
these would have numerous applications in almost ev-

ery field that analyses data and then applies the data to 
complex, realistic problems, as well as consequences to 
fundamental science.

Scalability is all-important to computing. The most insol-
uble problems of modern computing are exponentially 
complex [2]: the required time is an exponential function 
of the problem size. Classical universal computers are 
generally unable to overcome this, except through ap-
proximations, although a rigorous proof that this is true 
is an unsolved grand challenge [3].

An encouraging sign that quantum dominated behaviour 
is feasible is shown by recent Nobel awards in quantum 
science [4,5], which demonstrate that extreme quantum 
behaviour is indeed obtainable in experiments. More re-
cent work includes the successful observation of quantum 
opto-mechanical entanglement [6,7], which is in excel-
lent agreement with quantum phase-space calculations 
[8,9]. Other quantum science experiments involve ultra-
cold Bose-Einstein condensates [10] and related po-
lariton experiments [11,12], as well as superconducting 
quantum circuits [13].

The difficulty in creating any quantum computer is deco-
herence, causing the loss of the quantum character of the 
device. This can be eliminated either through quantum 
error-correction, which has proved difficult to imple-
ment, or else by means of careful design to reduce quan-
tum errors at the earliest stage possible.

The development of modern integrated circuit and com-
puter chip designs was expedited with the use of a com-
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putational toolbox for electronic design, SPICE, which 
had an enormous impact on this field. It is safe to say 
that all existing industrial integrated circuit designs and 
roadmaps could not exist without SPICE or its successors 
that are used today. There are at present no comparable 
simulation tools for quantum technologies. This is a very 
significant issue, since without general purpose design 
tools it is hard to develop new devices.

For quantum computers, the problem is that most theo-
retical methods are either limited to small devices or 
else use uncontrolled approximations. For example, the 
mean–field approximation simply removes much im-
portant quantum behaviour, rendering it useless. Other 
methods generally don’t scale to large sizes.

The Centre for Quantum and Optical Science at Swin-
burne University is developing a quantum design com-
putational toolbox [14], which is applicable to quantum 
technologies, to determine how to predict performance, 
and estimate the effects of decoherence. Such tools are 
proven by comparison to experiment. 

One of the methods employed in this stochastic toolbox, 
which is readily scalable to large size, is the generalized 
P-representation phase-space method [15]. This is not 
restricted to small devices. It has already been applied to 
simulate very large and highly non-classical quantum sys-
tems, including entanglement in parametric down-con-
version [16], quantum soliton propagation and quantum 
collisions of Bose-Einstein condensates [17], quantum 
decoherence in 60 qubit ion traps [18], and 100 mode 
quantum photonic interferometers [19]. 

The hardware strategy of the new generation of quantum 
computers can be summarised in one word: simplicity.  
What is the simplest process that can be employed to 
solve one specific exponentially complex problem? Sim-
plified design makes for reduced decoherence. Such 
devices are not universal, but they can provide answers to 
vital questions that occur repeatedly in important areas 
of industry and science. Modern computers have many 
specialised circuits for specific problems, like arithmetic. 
Even the brain itself has different structures for different 
purposes, so why not a quantum computer?

To understand these different approaches, its best to 
consider the problems they are designed to solve.

SEMIPRIME FACTORIZATION

The earliest attempts to build quantum computers tried 
to reconstruct classical universal computers, following 
traditional architectures: but with quantum gates, mem-
ory and communications. Such experiments provided 
information on decoherence, but were not easy to scale 
to large size. Although not just restricted to only one 
problem, these were often targeted at factorization.

Perhaps the most famous problem for a quantum com-
puter, factorization has a very long history. Once just 
of interest to number theorists, it is now central to the 
Internet. It provides the lock and key for secure online 
transactions. Tools for factorization are of great interest 
to any organisation that wishes to decode secret commu-
nications, for many obvious reasons.

The role of the quantum computer comes from the dis-
covery that certain types of quantum Fourier transform 
can be used to efficiently factorise large integers. For 
these, no fast classical algorithm currently exists. In the 
long term this hardware could benefit governments, but 
unfortunately there are ethical issues: criminals also have 
an interest in hacking! 

The time-scale involved when this will become important 
can be estimated from current sizes of ion-trap quantum 
computers [20]. This shows that universal quantum com-
puter sizes have been growing linearly at a rate of ap-
proximately one qubit per year since the first gates were 
developed, which is like a quantum Moore’s law.

However, a published estimate for the required size of a 
gate-based quantum computer that can factorize a 1024 
bit integer is 4.54×108 physical qubits [21], including 
overheads and error-correction. Even if this can be re-
duced, it is not surprising that there is now a search for 
alternative architectures to solve hard problems.

THE TRAVELING SALESMAN PROBLEM

While not as newsworthy as cryptography, the traveling 
salesman problem is one of the most well known hard 
problems in computer science [2]. It sounds trivial: de-
spite this, the traveling salesman problem is of great uni-
versal significance in computer science.

Such problems are NP complete, which means that if one 
can solve them, a large range of similar exponentially 
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hard problems will become soluble. The potential ap-
plications range from DNA sequencing to circuit design, 
efficient power transmission and transport routes that 
consume less energy, all of great benefit to society. 

The tantalizing motivation for the quantum computer 
scientist is that solutions to NP complete problems have 
a much larger range of uses than factorization. These 
challenges have many real-world applications. Classical 
computers are already being used to solve these prob-
lems approximately, so the potential benefits to human-
ity are simply enormous. 

This means that there is every reason to design comput-
ers whose only purpose is to solve routing and optimiza-
tion problems, just as there is a long history of classical 
computer circuits whose only purpose is, for example, 
carrying out floating point arithmetic. While not univer-
sal, this approach may have more immediate benefit if 
the computers are more easily built.

The Canadian company, D-wave, chose this class of prob-
lem as the target of their large-scale, commercial quan-
tum computers. These operate on the principle of adia-
batic passage. The idea is that a quantum ground state 
can be used to encode the optimal solution, which can be 
reached adiabatically from a known starting point.

The D-wave computer was criticised initially on the basis 
that it may not be truly operating in the quantum regime 
[22]. What is worth noting is that these computers are in 
fact solving nontrivial problems. This is something that 
traditional quantum computer designs have not yet been 
able to do, owing to size limitations.

Other promising approaches include trapped-ion quan-
tum simulators [23], and the Ising machine [24], under 
development at Stanford and Tokyo. This targets the 
same problems, but with a different approach. Rather 
than use a ground state, the Ising machine models opti-
mization problems as the steady state of a non-equilibri-
um parametric system, driven with lasers.

Such an approach has many advantages. It can operate 
at room temperature, rather than cryogenically, making 
for lower cost operation and greater portability, at least 
in principle. The use of a non-equilibrium steady state 
may allow for greater speed in reaching the solution. In 
addition, larger size problems appear practical.

But can it really outperform classical computers at NP-
hard optimization? This is still very much open to 
debate, since the existing Ising machines can also be 
modelled semiclassically. However, even if not yet fully 
quantum in operation, like the D-wave computer they 
already solve difficult optimization problems, an achieve-
ment in itself.

An alternative hardware model is the `XY’ machine, 
which uses a different type of photonic interaction. 
These solve a different class of problem, similar to the 
planar ground state problems made well known by the 
2016 Nobel Prize. Experiments on these types of device 
are underway at the Weizmann Institute in Israel. 

It is well known from quantum optics that photonic para-
metric devices can operate in fully quantum regimes. 
Closely related parametric models are under investiga-
tion at Swinburne University of Technology, using phase-
space methods from quantum optics [25]. A long-term 
goal is to include quantum-tunnelling effects – which 
have no classical explanation – to see if this can be em-
ployed to speed these devices up, to the point that they 
overcome the known classical speed limitations.

BOSON SAMPLING

The effort to develop computers with unambiguous 
quantum advantages has recently led to a very surprising 
conclusion. Theoretical research at MIT [26] has resulted 
in the conjecture that even a linear, photonic network 
can have an output whose statistics cannot be replicated 
with a classical computer in less than exponential time. 

This is made more plausible by the fact that simply cal-
culating the output statistical moments of such quantum 
photonic devices - if fed a single-photon input into a sub-
set of channels – would already be exponentially hard. 
The reason for this is that computing such output mo-
ments requires knowledge of matrix permanents, which 
are exponentially hard to find.

Permanents are mathematical objects similar to deter-
minants. They are the sum of all distinct n-fold products 
of matrix elements of an n×n matrix. Since the number 
of such products is factorial (n), their difficulty grows 
exponentially with n. This calculation is known as a #P 
hard problem in computer science. The difficulty of such 
problems is shown by the fact that the largest permanent 
calculated exactly was for a 50×50 matrix – and it re-
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quired the world’s fastest supercomputer [27].

It is important to have quantum computers with both 
computational advantages and verifiable results. Photo-
nic networks are examples of this, with numerous recent 
experiments demonstrating quantum properties [28] 
and operation using boson sampling [29-31]. 

Using phase-space theory, we have developed both a 
quantum simulation of a boson sampling quantum com-
puter, and analytic results [19]. Surprisingly, we can sim-
ulate the experimental correlations much faster and with 
less error than in the experiments. This does not solve 
a #P hard problem – but gives signatures that can verify 
the computational output.

The important point about these machines is that their 
quantum behaviour is easily understood, and is com-
pletely different to their classical counterparts: making 
the identification of a quantum speed-up a simpler task 
than with many other approaches.

The boson sampler also has an unexpected spin-off. Two 
boson sampling computers, working together, can mea-
sure field gradients with a quantum-limited precision far 
beyond what is classically possible [32]. 

EARLY UNIVERSE SIMULATOR

The emulation of the quantum decay of a relativistic sca-
lar field from a metastable state (“false vacuum decay”) is 
a fundamental idea in quantum field theory and cosmol-
ogy, but is also one of the most exponentially complex 
problems imaginable – and has no exact solution. It is 
the current standard model in cosmology for the Big 
Bang event that started the universe.

We propose that this can be simulated using an ultra-
cold spinor Bose gas [33,34]. This will demonstrate that 
an exponentially complex, high energy theoretical model 
can be solved on a table-top quantum computer, even 
with energies far higher than any future CERN LHC, 
under conditions impossible to achieve in terrestrial ex-
periments. While the experiment is still in the planning 
stages, a potassium isotope with a suitably engineered 
coupling has already been identified.

The physics involved is to use two ground states of a suit-
able potassium isotope, coupled with a microwave field 
at nanokelvin temperatures. Under these conditions, the 

relative phase between the two Bose-Einstein conden-
sates - akin to the Josephson phase in a superconducting 
junction – behaves as a relativistic quantum field in one, 
two or three dimensions. This is the type of quantum 
field believed to exist in the early universe, whose decay 
from a metastable vacuum to a true vacuum triggered 
the Big Bang.

While approximate theories exist, there is no currently 
known exact solution of these quantum equations, due 
to exponential complexity. Such experiments would 
therefore provide us with a way to construct a quantum 
computer for the early universe, and to test current cos-
mological pictures against this computer.

Importantly, this would be first experimental demonstra-
tion of metastable vacuum decay.

Fig. 1: early universe simulator: computer predictions of formation of true 
vacuum ‘bubbles’ in a metastable false vacuum region, modeling the origin of 
the Big Bang.
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